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Solution methods for calculations of frequencies and mode shapes

LECTURE 12 Solution methods for finite element
eigenproblems

Standard and generalized eigenproblems

Basic concepts of vector iteration methods.
polynomial iteration techniques. Sturm
sequence methods.' transformation methods

Large eigenproblems

Details of the determinant search and subspace
iteration methods

Selection of appropriate technique. practical
considerations

TEXTBOOK: Sections: 12.1. 12.2.1. 12.2.2. 12.2.3. 12.3.1. 12.3.2.
12.3.3. 12.3.4. 12.3.6 (the material in Chapter 11
is also referred to)

Examples: 12.1. 12.2. 12.3. 12.4
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Solatiu methods for calculations of frequencies and mode shapes

SOLUTION METHODS FOR
EIGENPROBLEMS

Standard EVP:

r! = \ !
nxn
Generalized EVP:

!sP.-=\!i! - (\=w
2

)

Quadratic EVP:

Most emphasis on the generalized
EVP e.g. earthquake engineering

"Large EVP" n> 500

m> 60

1p=l, ... ,3"n

In dynamic analysis, proportional
damping

r sP.- = w2 !i!

If zero freq. are present we can
use the following procedure

r sP.- + )1 Ii sP.- = (w2 + ~r)!i sP.-
or

(r+)1 !i)sP.- = \ !i sP.­

\ = w2 + )1
or

2
W =\-)1
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Solation lIethods lor calcalatiou oIlreqa.cies and lIode shapes

p(A)

p(A) = det(K - A ~)

In buckling analysis

.!$.!=A~!

where

p(A) = det (~ - A ~)

p(A)
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Solution methods for calculations of frequencies and mode shapes

Rewrite problem as:

and solve for largest K:

.... -- -~

(~ - ~ ~)! = n .K 2£.

Traditional Approach: Trans­
form the generalized EVP or
quadratic EVP into a stand­
ard form, then solve using
one of the many techniques
available
e.g.

.Ki=;\!ii

M=I::I::T i=hTjJ

hence

~ :t = ;\ i ; K= 1::- 1 K [-T

or

M= W02 WT etc ...
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SolotiOl .elhods lor calcolations oIlreqoeacies ud .ode sllapes

Direct solution is more effective.
Consider the Gen. EVP ! ! = AM!
with

1.3 . .. 1n

eigenpairs ( Ai' 1.i)
are required or

i=l, ,p
i=r, ,s

The solution procedures in use
operate on the basic equations
that have to be satisfied.

1) VECTOR ITERATION TECHNIQUES

Equation:

e.g. Inverse It.
~P_=A~~

! ~+l = M~

~+l

• Forward Iteration

• Rayleigh Quotient Iteration

can be employed to cal­
culate one eigenvalue
and vector, deflate then
to calculate additional
eigenpair

Convergence to "an eigenpair",
which one is not guaranteed
(convergence may also be slow)
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Solution methods for calculations of frequencies and mode shapes

2) POLYNOMIAL ITERATION METHODS

! ~ = A ~ ~ ~ (K - A M) ¢ 0

Hence

p(A) det (~- A!:1) = 0

,,,

Newton Iteration

p(A) 2 n
aO + alA + a2A + ... + anA

bO (A-Al) (A-A2) '" (A-An)

Implicit polynomial iteration:

Explicit polynomial iteration:

eExpand the polynomial and
iterate for zeros.

eTechnique not suitable for
larger problems

- much work to obtain ai's

- unstable process

p (Pi) = det (IS. - Pi !y!)

= det L D LT = II d ..
-- - . II

I

e accurate, provided we do not
encounter large multipliers

e we directly solve for Al, ...

e use SECANT ITERATION:

Pi+l = Pi -

e deflate polynomial after
convergence to A1
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Solution methods for calculations of frequencies and mode shapes

]J. 11-

p (A) / (A-A,)

I
I

II
I

Convergence guaranteed to A1 ' then
A2 , etc. but can be slow when we

calculate multiple roots.

Care need be taken in L D LT factor­
ization.
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SaI.liOi .6Jds for calculali. of freql8cies iIIld ole shapes

3) STURM SEQUENCE METHODS

1 2 3 4

t
:::}· . .. ..

! <p = A!11 9· ~ ; ; .· . .. . -. .. .· . .· .. .· . .

Number of negative elements in
D is equal to the number of
eigenvalues smaller than J.1 S .

3rd associated
constraint problem

2nd associated
constraint problem

1st associated
constraint problem
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Solution lDethods lor calculations 01 frequencies ud lDode shapes

3) STURM SEQUENCE METHODS

T
Calculate ~ - ].lS. ~=h Qh,
Count number of negative elements
in Q and use a strategy to isolate
eigenvalue(s) .

interval

,
,,

,/

].ls
1 ].lS2

T f ..• Need to take care in L D L aetonzatlon---
• Convergence can be very slow

4) TRANSFORMATION METHODS

j
<PTK<P=A

~!=A~!--T-- ­
<P M<P = I
- - -

Construct <P iteratively:

_
n =[Al ... 'n]<P = [~,... ~J; H A

--- --......
"
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5oI1tiOi .elhods for calculations 01 frequencies ad .ode shapes

T T T
~ ... ~ ~l ff1 ~ ... ~-~

T T T
~ ... ~ f 1 !i f 1 ~ ... ~-l

e.g. generalized Jacobi
method

• Here we calculate all eigenpairs
simultaneously

• Expensive and ineffective
(impossible) or large problems.

For large eigenproblems it is best
to use combinations of the above
basic techniques:

• Determinant search
to get near a root

• Vector iteration to obtain
eigenvector and eigenvalue

• Transformation method for
orthogonalization of itera­
tion vectors.

• Sturm sequence method to ensure
that required eigenvalue(s) has
(or have) been calculated
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Solution methods for calCl1atiou of frequencies and mode sJlapes

THE DETERMINANT SEARCH METHOD

p(A)

A

1) Iterate on polynomial to obtain
shifts close to A1

P(l1;) =det (~- 11; ~)

T=det L D L = n d ..
--- ; 11

11;+1 = ].1; - n P(l1;) - P(11;_1)

11;-11;_1

n is normally =1.0

n=2. , 4. , 8. ,... when convergence
is slow

Same procedure can be employed to
obtain shift near A; , provided
P(A) is deflated of A1' . . . ,A; _1

2) Use Sturm sequence property to
check whether 11 ; +1 is larger
than an unknown eigenvalue.
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Solution lOethods for calculations of freqoBcies ud lOode shapes

3) Once lJ i +1 is larger than an
unknown eigenvalue, use inverse
iteration to calculate the eigenvector
and eigenvalue

lJi+1

k =1,2, ...

• ~+l
~+l = - T - ~

(~+l !i ~+l)

- T

p (~+l) = ~+l !i ~k
- T ~

~+l !i ~+l

4) Iteration vector must be deflated
of the previously calculated
eigenvectors using, e.g. Gram­
Schmidt orthogonalization.

If convergence is slow use Rayleigh
quotient iteration
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Solution methods lor calculations oIlrequencies ud mode shapes

Advantage:
Calculates only eigenpairs actually
required; no prior transformation
of eigenproblem

Disadvantage:
Many triangular factorizations

• Effective only for small banded systems

We need an algorithm with less
factorizations and more vector iterations
when the bandwidth of the system is large.

SUBSPACE ITERATION METHOD

Iterate with q vectors wher:' the
lowest p eigenvalues and eigen­
vectors are required.

inverse {K
4+1 = ',1 4 k=1,2, ...

iteration --

~+1
-T

K -~+1= 4+1

~+1
-T

~1 4+1
= 4+1

~+1 ~+1 = ~+1 ~+1 ~+1

4+1 = ~+1 ~+1
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Solution methods for calculations of frequencies and mode shapes

"Under conditions" we have

CONDITION:

starting subspace spanned
by X, must not be orth­
ogonal to least dominant
subspace required.

Use Sturm sequence check

eigenvalue

p eigenvalues

T
!5. - flS t1 = ~ Q ~

no. of -ve elements in D must
be equal to p.

Convergence rate:

flS

convergence reached

when
< tal
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Solution methods for calculations of frequencies and mode shapes

Starting Vectors

Two choices

1) ~l x. = e.,
~ ~

j=2, ... ,q-l

2.

x = random vector
4

2) Lanczos method
Here we need to use q much
larger than p.

Checks on eigenpairs

1. Sturm sequence checks

11~!~Q,+1)_ A~Q,+l) ~!~Q,+1)[12
E:.=

1 [I K ¢~9,+l) II
- -1 2

important in!!!. solutions.

Reference: An Accelerated Subspace
Iteration Method, J. Computer
Methods in Applied Mechanics
and Engineering, Vol. 23,
pp. 313 - 331,1980.
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